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Abstract—Price forecasting is becoming increasingly relevant
to producers and consumers in the new competitive electric power
markets. Both for spot markets and long-term contracts, price
forecasts are necessary to develop bidding strategies or negoti-
ation skills in order to maximize benefit. This paper provides a
method to predict next-day electricity prices based on the ARIMA
methodology. ARIMA techniques are used to analyze time series
and, in the past, have been mainly used for load forecasting,
due to their accuracy and mathematical soundness. A detailed
explanation of the aforementioned ARIMA models and results
from mainland Spain and Californian markets are presented.

Index Terms—ARIMA models, electricity markets, forecasting,
market clearing price, time series analysis.

I. INTRODUCTION

E LECTRICITY markets are becoming more sophisticated
after a few years of restructuring and market competition.

They usually incorporate two instruments for trading: the
pool, and bilateral contracts. In the pool, the producers submit
bids, consisting of a set of quantities at certain prices, and the
consumers do likewise. There is an operator that clears the
market and announces the set of clearing prices for the next day.
On the other hand, the companies also want to hedge against
the risk of daily price volatility using bilateral contracts.

For both cases, predicting the prices of electricity for to-
morrow or for the next 12 months is of the foremost importance
for electric companies to adjust their daily bids or monthly
schedules for contracts.

In the pool, market clearing prices are publicly available in the
www, as it is the case of the day-ahead pool of mainland Spain
(www.omel.es), the Californian pool (www.calpx.com), or the
Australian national electricity market (www.nemmco.com.au).
With a good next-day price forecast, a producer can develop an
appropriate strategy to maximize its own benefit, or a consumer
can maximize its utility [1], [2].

For the medium-term, spanning from six months up to one
year, producers need to know how much of their energy can be
sold via bilateral contracts. By means of a reliable daily price
forecast, producers or energy service companies are able to de-
lineate good bilateral contracts, or financial ones.
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Therefore, an accurate price forecast for an electricity market
has a definitive impact on the bidding strategies by producers or
consumers, or on the price negotiation of a bilateral contract.

Auto Regressive Integrated Moving Average (ARIMA)
models have been already applied to forecast commodity prices
[3], [4], such as oil [5] or natural gas [6]. In power systems,
ARIMA techniques have been used for load forecasting [7],
[8] with good results. Currently, with the restructuring process
that is taking place in many countries, simpler Auto Regressive
(AR) models are also being used to predict weekly prices, like
in the Norwegian system [9].

In addition, Artificial Neural Networks (ANN) techniques,
that have been widely used for load forecasting, are now used
for price prediction [10]–[13]. In particular, Ramsayet al. [11]
have proposed a hybrid approach based on neural networks and
fuzzy logic, with examples from the England-Wales market and
daily mean errors around 10%. Also, Szkutaet al. [12] have
proposed a three-layered ANN with backpropagation, showing
results from the Victorian electricity market, with daily mean
errors around 15%. Finally, Nicolaisenet al. have presented
Fourier and Hartley Transforms [13] as “filters” to the price data
inputs of an ANN. Stochastic models of prices, as in [14], are
also competing with traditional time series models in order to
predict daily or average weekly prices [15].

This paper focuses on the day-ahead price forecast of a daily
electricity market using ARIMA models. That is, this paper pro-
vides ARIMA models to forecast today the 24 market clearing
prices of tomorrow. These models are based on time series anal-
ysis and provide reliable and accurate forecasts of prices in the
electricity market of mainland Spain [16] and California [17].

The remainder of the paper is organized as follows. In Sec-
tion II, a general methodology to build an ARIMA model for
price forecasting and the final models for the Spanish and Cal-
ifornian markets are provided. Section III presents numerical
testing results, and Section IV states some conclusions.

II. ARIMA T IME SERIESANALYSIS

ARIMA processes are a class of stochastic processes used
to analyze time series. The application of the ARIMA method-
ology for the study of time series analysis is due to Box and
Jenkins [18].

In this section, the description of the proposed ARIMA model
and the general statistical methodology are presented. The gen-
eral scheme is as follows:

Step 0) A class of models is formulated
assuming certain hypotheses.
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Step 1) A model is identified for the ob-
served data.
Step 2) The model parameters are esti-
mated.
Step 3) If the hypotheses of the model are
validated, go to Step 4, otherwise go to
Step 1 to refine the model.
Step 4) The model is ready for fore-
casting.

In Sections II-A–E, each step of the above scheme is detailed.

A. Step 0

In this step, a general ARIMA formulation is selected to
model the price data. This selection is carried out by careful in-
spection of the main characteristics of the hourly price series. In
most of the competitive electricity markets this series presents:
high frequency, nonconstant mean and variance, and multiple
seasonality (corresponding to daily and weekly periodicity,
respectively), among others. If denotes the electricity price
at time , the proposed general ARIMA formulation is the
following:

(1)

where is the price at time, and are functions
of the backshift operator , and is the error
term. Functions and have special forms. They can
contain factors of polynomial functions of the form

and/or , and/or ,
where several values of and can be set to 0. For example,
function could have the following form:

(2)

It should be noted that this example does not correspond to
a standard ARIMA formulation, as presented in [18]. However,
the model in (1) is sufficiently general to include the main fea-
tures of the price data. For example, to include multiple sea-
sonality, factors of the form , ,
and/or , , and perhaps ,

, can be included in the model.
Finally, certain hypotheses on the model must be assumed.

These hypotheses are imposed on the error term,. In Step
0, this term is assumed to be a randomly drawn series from
a normal distribution with zero mean and constant variance

, that is, a white noise process. In Step 3, a diagnosis check
is used to validate these model assumptions, as explained in
Section II-D.

B. Step 1

A trial model, as seen in (1), must be identified for the price
data. First, in order to make the underlying process stationary
(a more homogeneous mean and variance), a transformation of
the original price data and the inclusion of factors of the form

may be necessary. In this step, a logarithmic transfor-
mation is usually applied to the price data to attain a more stable
variance. And, to attain a more stable mean, factors of the form

, , , may be necessary, depending
on the particular type of electricity market, as explained at the
end of this section.

After the underlying process is accepted as being stationary,
the structure of functions and in (1) must be selected.
In a first trial, the observation of the autocorrelation and partial
autocorrelation plots (see Appendix A) of the price data can help
to make this selection. In successive trials, the observation of the
residuals obtained in Step 3 (observed values minus predicted
values) can help to refine the structure of the functions in the
model.

C. Step 2

After the functions of the model have been specified, the pa-
rameters of these functions must be estimated. Good estimators
of the parameters can be computed by assuming the data are
observations of a stationary time series (Step 1), and by maxi-
mizing the likelihood with respect to the parameters [18].

The SCA System [19] is used to estimate the parameters of
the model in the previous step. The parameter estimation is
based on maximizing a likelihood function for the available data
[18]. A conditional likelihood function is selected in order to get
a good starting point to obtain an exact likelihood function, as
described in [19]. Also, an option to detect and adjust possible
unusual observations (called outliers in the forecasting litera-
ture) is selected. As these events are not initially known, a pro-
cedure that detects and minimizes the effect of the outliers is
necessary. With this adjustment, a better understanding of the
series, a better modeling and estimation, and, finally, a better
forecasting performance is achieved. Additional information for
outlier detection and adjustment can be found in [20].

D. Step 3

In this step, a diagnosis check is used to validate the model
assumptions of Step 0. This diagnosis checks if the hypotheses
made on the residuals (actual prices minus fitted prices, as es-
timated in Step 1) are true. Residuals must satisfy the require-
ments of a white noise process: zero mean, constant variance,
uncorrelated process and normal distribution. These require-
ments can be checked by taking tests for randomness, such as
the one based on the Ljung-Box statistic, and observing plots,
such as the autocorrelation and partial autocorrelation plots.

If the hypotheses on the residuals are validated by tests and
plots, then, the model can be used to forecast prices. Otherwise,
the residuals contain a certain structure that should be studied to
refine the model in Step 1. This analysis is based on a careful in-
spection of the autocorrelation and partial autocorrelation plots
of the residuals (see Appendix A).

E. Step 4

In Step 4, the model from Step 2 can be used to predict future
values of prices (typically 24 hours ahead). Due to this require-
ment, difficulties may arise because predictions can be less cer-
tain as the forecast lead time becomes larger.

The SCA System is again used to compute the 24-hour fore-
cast. Likewise, the exact likelihood function option and the de-
tection and adjustment of outliers procedures are selected.
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As a result of these five steps, the final models for the Spanish
and Californian electricity markets for the year 2000 are shown
in (3) and (4), respectively. See Appendix B for details

(3)

(4)

Note that, as mentioned in Step 0, the proposed formulation
extends the standard ARIMA model by including more than two
factors in (3) and (4), and a special polynomial structure of the
overall function.

It also should be noted that model (3) needs the previous 5
hours to predict the next hour, whereas (4) just needs the pre-
vious two hours. Also, the model in (3) does not use differenti-
ation, and the one in (4) uses hourly, daily and weekly differen-
tiation: . This is related to the sta-
tionary property of the series, and it can be traced by inspecting
the autocorrelation and partial autocorrelation plots. (See Ap-
pendix A).

III. N UMERICAL RESULTS

A. Case Studies

The ARIMA models in (3) and (4) have been applied to pre-
dict the electricity prices of mainland Spain and Californian
markets, respectively.

For the Spanish electricity market, three weeks have been se-
lected to forecast and validate the performance of the ARIMA
model. The first one corresponds to the last week of May 2000
(from May 25th to 31st). The second one corresponds to the last
week of August 2000 (from August 25st to 31th), which is typi-
cally a low demand week. The third one corresponds to the third
week of November 2000 (from November 13th to 19th), which
is typically a high demand week. The hourly data used to fore-
cast the first week are from January 1st to May 24th, 2000. The
hourly data used to forecast the second week are from June 1st
to August 24th, 2000. The hourly data used to forecast the third
week are from September 1st to November 12th, 2000.

For the Californian electricity market, the week of April 3rd
to 9th, 2000 has been chosen. This week is prior in time to the
beginning of the dramatic price volatility period that took place

Fig. 1. Forecast of the selected week of May in the Spanish market. Prices in
euro/MWh.

TABLE I
DAILY MEAN ERRORS OF THESELECTED

WEEK OF MAY IN THE SPANISH MARKET

afterwards. The hourly data used to forecast this week is from
January 1st to April 2nd, 2000.

All the study cases presented in this section use the ARIMA
models (3) and (4), corresponding to the Spanish and Califor-
nian markets, respectively.

B. Forecasts

Numerical results with the ARIMA models are presented.
Figs. 1–4 show the forecasted prices resulting from the ARIMA
models for each of the four weeks studied; three for the Spanish
electricity market, and one for the Californian market, together
with the actual prices.

Fig. 1 corresponds to the selected week in May for the
Spanish market.

The seven daily mean errors for this week appear in Table I.
A good performance of the prediction method can be observed.
The daily mean errors are around 5%.

Fig. 2 corresponds to the selected week in August for the
Spanish market.

The seven daily mean errors for this week appear in Table II.
The daily mean errors are around 8%. Note that the third day
experienced an unusual increase in the price.

Fig. 3 corresponds to the selected week in November for the
Spanish market.

The seven daily mean errors for this week appear in Table III.
The daily mean errors are around 7%.

Fig. 4 corresponds to the selected week in April for the Cali-
fornian market.

The seven daily mean errors for this week appear in Table IV.
The daily mean errors are around 5%.

To verify the prediction accuracy of the ARIMA model, dif-
ferent statistical measures are utilized.
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Fig. 2. Forecast of the selected week of August in the Spanish market. Prices
in euro/MWh.

TABLE II
DAILY MEAN ERRORS OFAUGUST WEEK IN THE SPANISH MARKET

Fig. 3. Forecast of the selected week of November in the Spanish market.
Prices in euro/MWh.

TABLE III
DAILY MEAN ERRORS OF THESELECTED WEEK OF NOVEMBER IN

THE SPANISH MARKET

For the four weeks under study, the average prediction error
of the 24 hours is computed for each day. Then, the average of
the daily mean errors is calculated: Mean Week Error (MWE).
Finally, the Forecast Mean Square Error (FMSE) for the 168
hours of each week is derived.

An index of uncertainty in any of the models is the variability
of what is still unexplained after fitting the model. That can be
measured through the variance of the error term:. The smaller

, the more precise the prediction of prices is. Since the value
of is unknown, an estimate is used. The standard deviation of

Fig. 4. Forecast of the selected week of April in the Californian market. Prices
in $/MWh.

TABLE IV
DAILY MEAN ERRORS OFAPRIL WEEK IN THE CALIFORNIAN MARKET

TABLE V
STATISTICAL MEASURESWITHOUT EXPLANATORY VARIABLES

TABLE VI
STATISTICAL MEASURESWITH EXPLANATORY VARIABLES

the error terms, , can be used as such an estimate. This esti-
mate is useful when the true values of the series are unknown.

Tables V and VI present the numerical results as follows. The
second column of both tables shows the percentage Mean Week
Error (MWE), the third one presents the standard deviation of
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Fig. 5. Electricity prices vs. available daily hydro production: September 1999
to December 2000 in the Spanish market.

the error terms , and the fourth column shows the square
root of the Forecast Mean Square Error (FMSE):

where and are the actual and forecasted prices, respec-
tively. Note that prices, , and are measured in
euro/MWh and $/MWh in the Spanish and Californian markets,
respectively.

In addition to the four weeks under study, and for the sake
of completion, Table V shows the statistical measures for the
last week of the first ten months of the year 2000 in Spain,
and November, in which the third week is selected. The end of
November and the whole month of December are highly un-
stable, as seen in Fig. 5, and the ARIMA model hypotheses are
not met. Table V also shows the week of April 3rd to 9th, the
week of August 21st to 27th, and the week of November 13th
to 19th, 2000. Note that, after April 2000, this market experi-
enced high spikes that provoked its collapse at the end of 2000.
Table VI presents results with the inclusion of explanatory vari-
ables to the model, such as: (i) demand and (ii) available daily
production of hydro units. In the Californian market, only the

Fig. 6. Electricity prices: January to December 2000 in the Californian market.

demand is considered. Fig. 6 shows the prices from January to
December 2000 in the Californian market.

To illustrate the effect of explanatory variables, Fig. 5
shows hourly data of both electricity prices and available
hydro production from September 1999 to December 2000 in
the Spanish market. From this figure, it is observed that the
dramatic decrease in prices that took place in January, April and
November–December 2000 was coincidental with a measurable
increase in available hydro production. In November 2000,
the increase was so dramatic, that prices plummeted down,
reaching zero for some hours. That explains why the price
forecast with explanatory variables improves during January
and April, but not in November.

Outlier detection add-ons have been tested, but discarded. If
the outliers were considered in the ARIMA model, then the fore-
casted prices would be slightly better, and the standard deviation
error terms slightly lower, but the computational time involved
would increase dramatically.

The following differences between both markets have been
observed:

• Spanish market: It shows more volatility in general. Its
ARIMA model needs data from the previous 5 hours and
does not use differentiation to attain a stable mean.

• Californian market: Price predictions are better before the
collapse. This could be due to the fact that the Californian
market shows less volatility in that period. Its ARIMA
model needs data from the previous 2 hours and needs
three differentiations.

All the study cases have been run on a DELL Precision 620
Workstation with two processors Pentium III with 1 Gb of
RAM at 800 MHz. Running time, including estimation and
forecasting, is under five minutes for each case.

IV. CONCLUSION

This paper proposes two ARIMA models to predict hourly
prices in the electricity markets of Spain and California, respec-
tively. The Spanish model needs 5 hours to predict future prices,
as opposed to the 2 hours needed by the Californian model.
These differences may reflect different bidding structures and
ownership.
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Fig. 7. ACF and PACF: The first three weeks of January 2000 in the Spanish
market.

Average errors in the Spanish market are around 10% with
and without explanatory variables, and around 5% in the stable
period of the Californian market (around 11% considering the
three weeks, and without explanatory variables). In Spain, ex-
planatory variables are only needed in months with high cor-
relation between available hydro production and price. In any
other month, the effect is cancelled out. For both markets, these
are reasonable errors, taking into account the complex nature of
price time series and the results previously reported in the tech-
nical literature, in particular from Artificial Neural Networks.

APPENDIX A

The correlation and autocorrelation functions, ACF and
PACF respectively, are basic instruments necessary to identify
ARIMA models in stationary series [19].

The observation of the autocorrelation and partial autocorre-
lation plots of the price data and the residuals helps to build the
models (3) and (4). Fig. 7 shows the ACF and PACF functions of
the logarithmic transformed price data for the first three weeks
of January 2000 of the Spanish market. For instance, according
to Fig. 7, terms of the form or
appear in models (3) and (4). The first term means that there is
an exponential decline at the value 168 in the ACF, and a peak in
the PACF at the same value. This corresponds to an AR model.
The second term means that there is a peak at the value 24 in
the ACF, and an exponential decline in the PACF at the same
value. This corresponds to an MA model. A similar line of rea-
soning plus experience and technical intuition lead to the com-
plete form of models (3) and (4).

APPENDIX B

For illustrative purposes, Table VII shows the estimated pa-
rameter values for the ARIMA models (3) and (4).

These values correspond to a Wednesday in May for the
Spanish market, and to a Wednesday in April for the Califor-

TABLE VII
ESTIMATED PARAMETER VALUES OF THE SPANISH

AND CALIFORNIAN ARIMA M ODELS

nian market, both models without explanatory variables. The
estimated values are very similar for other forecasted days.
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