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This article studies how to identify influential observations in univariate autoregressive integrated moving average time series models and how to measure their effects on the estimated parameters of the model. The sensitivity on the parameters to the presence of either additive or innovational outliers is analyzed, and influence statistics based on the Mahalanobis distance are presented. The statistic linked to additive outliers is shown to be very useful for indicating the robustness of the fitted model to the given data set. Its application is illustrated using a relevant set of historical data.

KEY WORDS: Diagnostic checks; Missing data; Outliers; Robust methods.

1. INTRODUCTION AND SUMMARY

Observed time series almost always have atypical points. These anomalous values can be produced by nonsystematic changes in the variables that are driving the series or affecting them. Since the forecasts from any time series model are based on the extrapolation of the historical patterns, if the parameters of the model are very dependent on a few atypical observations resulting from isolated or nonrepeatable events, then the quality of the forecasts can be expected to be poor. Moreover, when these parameters have physical or economic interpretations, the presence of undetected influential observations can mislead the scientist about the properties of the model. Finally, the study of these observations provides meaningful information about the robustness of the fitted model to the given data set.

This problem is related to, though different from, the study of outliers, because, as is well known, the fact that an observation is an outlier does not imply that this observation substantially affects the parameter estimates of the assumed model, although in general it will affect the variance of the estimates.

Cook and Weisberg (1982) and Belsley, Kuh, and Welsch (1980) presented an overview of influential observations in the regression model. This study has been extended to some other members of the generalized-linear-model family (Pregibon 1981). The main idea of this approach is to delete suspicious observations and measure the change that this deletion produces in relevant features of the model such as the estimated parameter values or the forecasts.

This article attempts to extend these ideas to dependent observations in the context of time series analysis and is organized as follows. Section 2 summarizes the literature on outliers in time series models and discusses the two basic types of outliers that can occur in a dynamic situation. Sections 3 and 4 show how to build measures of influence for additive outliers and for innovational outliers. Section 5 discusses the computation of these statistics, which are compared in Section 6. Section 7 presents an example.

The main result in this article is a statistic that seems to be useful in indicating which observations have strong influence on the estimated parameter values. This statistic is based on substituting the anomalous data by its interpolated value, using all of the sample information, and can be considered a natural generalization of statistics suggested for independent data. Furthermore, this statistic is linked to additive outliers, known to be the most influential. Second, it has been shown that in time series models the deleting approach is linked to innovational outliers, and the statistic resulting from this procedure is unstable and does not seem to be useful in the time series context. Third, simple expressions are found to relate the parameter values estimated with and without outliers in autoregressive integrated moving average (ARIMA) models, allowing the study of the influence problem within a unified framework.

2. OUTLIERS IN TIME SERIES

Fox (1972) defined two types of outliers that may occur in time series data. The first, called the Type I outlier by Fox, corresponds to a modification of the value of the series due to some external cause such as a gross recording error. Assuming that the observed series \( z_t \) follows an ARIMA process, the model for a Type I outlier at time \( T \) is

\[
\phi(B) \nabla^d y_t = \beta(B) a_t, \quad y_t = z_t, \quad t \neq T
\]

\[
= z_t - w_T, \quad t = T,
\]

(2.1)

where \( B \) is the backshift operator, \( B^t y_t = y_{t-t} \), \( \phi(B) = 1 - \phi_1 B - \cdots - \phi_p B^p \) and \( \beta(B) = 1 - \beta_1 B - \cdots - \beta_q B^q \) are the autoregressive (AR) and moving average (MA) polynomials that will have roots outside the unit circle, and \( \nabla = (1 - B)^d \). This model can also
be written as
\[
\pi(B)(z_i - w_T I^{(T)}_i) = a_i, \quad I^{(T)}_i = 0, \quad t \neq T
\]
\[
= 1, \quad t = T,
\]
(2.2)
where \(\pi(B) = \nabla^d \phi(B) \phi^{-1}(B)\) is the autoregressive representation of the process. Therefore, it is a special case of the intervention analysis model (Box and Tiao 1975) with an instantaneous response function, \(w_T\). Model (2.2) was called the additive-outlier model by Denby and Martin (1979) and Chang and Tiao (1983) and the aberrant observation model by Abraham and Box (1979).

The Type I outlier can be interpreted as the effect on the series of some external error or exogenous change. On the other hand, a Type II outlier can be considered as the effect of some internal change or endogenous effect. If we think of a univariate time series model as an aggregate representation of the pattern of behavior of a vector \(x\), of explicative time series that are causing the observed series \(z\), the noise of the univariate model represents the aggregate of the nonsystematic variations of the components \(x\), and, therefore, an exogenous intervention outlier in any of the components will produce an anomalous value on the noise of the univariate process. The model for this type of effect will be
\[
\phi(B) \nabla^d z_t = \Phi(B)(a_t + w_T I^{(T)}_t),
\]
(2.3)
where the atypical behavior appears in the innovation. This model has been called the innovational outlier (Chang and Tiao 1983) or the aberrant innovation model (Abraham and Box 1979).

Both types of outlier can be written as \(\pi(B)(z_t - w_T \nu(B) I^{(T)}_t) = a_t\), showing that, as indicated by Chang, Tiao, and Chen (1988), both can be modeled as particular cases of the intervention-analysis model. For an additive outlier, \(\nu(B) = 1\), whereas for an innovational outlier, \(\nu(B) = 1\).

Fox (1972) derived the maximum-likelihood-ratio test for both types of outliers for autoregressive processes. Abraham and Box (1979) used the normal contaminated model as the basic setup for making inferences in these models. Denby and Martin (1979) developed generalized M estimators for the first-order autoregressive process and showed that the loss of efficiency in estimating the parameter by least squares is the state-space representation. Pefia and Guttman (1986, 1989) proposed robust M estimators for ARIMA models using bounded-influence estimates for \(p\)th-order autoregressive and moving averages, and Martin, Samarov, and Vandaele (1983) proposed a useful iterative procedure for outlier detection and parameter estimation. They recommended computing the likelihood-ratio statistics \(\lambda_{i,T}^{}\) and \(\lambda_{A,T}^{}\) to check if the observation \(T\) is either an innovational \((\lambda_{i,T}^{})\) or an additive outlier \((\lambda_{A,T}^{})\). These statistics are given by
\[
\lambda_{i,T}^{} = \frac{\hat{\nu}_{i,T}}{\hat{\sigma}_a^2}
\]
and
\[
\lambda_{A,T}^{} = \frac{\hat{\nu}_{A,T}}{\hat{\sigma}_1 \left(\sum_{i=0}^{n} \pi_i^2\right)^{1/2}},
\]
(3.1)
where \(\hat{\nu}_{i,T}\) and \(\hat{\nu}_{A,T}\) are the estimated values of the outlier \(w_T\), assuming that it belongs to the innovational type or additive type, and \(\pi_i\) are the parameters of the autoregressive representation of the process. In the same spirit, Tsay (1986, 1988) proposed an iterative procedure to specify a tentative model for a time series that accounts for outliers, level shifts, and variance changes. Finally Martin and Yohai (1986) defined influence functions for time series and related them to the influence curve due to Hampel (1974), and Brillinger (1986) applied a missing-value technique, together with principal-components analysis, to identify influential observations.

3. A MEASURE OF INFLUENCE FOR ADDITIVE OUTLIERS

3.1 The Change in the Parameter Estimates

Suppose we have a stochastic process \(y\), that follows a univariate ARIMA\((p, d, q)\). It is assumed in what follows that \(y\) represents deviations from some origin \(\mu\) that will be the mean if the series is stationary and that the moving average part has a characteristic equation with roots outside the unit circle so that the process is invertible. Then the process can be represented as
\[
y_t = \sum_{i=1}^{h} \pi_t y_{t-i} + \mu,
\]
for some lag \(h\). If the process is purely autoregressive, \(h = p + d\). Otherwise, the \(\pi\) coefficients are obtained from \(\pi(B) = \phi(B)(1 - B)^d \theta(B)^{-1}\) and, because of the invertibility of \(\theta(B)\), these coefficients will decrease and will become practically 0 for some lag \(h\).

Let us now assume that an additive outlier happens at time \(T\); that is, instead of observing \(y_t\), we observe \(z_t\), where \(z_t = y_t (t \neq T)\) and \(z_T = y_T + w_T\). Then, as the Jacobian of the transformation from \(y_t\) to \(z_t\) is 1, the likelihood function for the observed series will, conditional on the first \(h\) values is
\[
L(\pi, \sigma^2, w) = -\left(\frac{n - h}{2}\right) \ln \sigma^2_a + \frac{1}{2\sigma_a^2} \sum_{i=0}^{h} (z_{t-i} - \pi_t x_{t-i})^2
\]
\[
- \frac{1}{2\sigma^2} \sum_{i=0}^{h} \left(z_{T+i} + \pi_{i,T} w_T - \pi_t^2 x_{T+i}\right)^2,
\]
where $\sigma_a^2$ is the variance of the noise process $a$, $x'_t = (z_{t-1}, \ldots, z_{t+h})$, $\pi_T = (\pi_{1,T}, \ldots, \pi_{n,T})$, and $\pi_0,T = -1$. The set of indexes $I_l$ is $(h + 1, \ldots, T - 1, T + h + 1, \ldots, n)$. The conditional maximum likelihood estimate of $\pi_T$ is

$$\hat{\pi}_T = (\hat{X}'_T \hat{X}_T)^{-1} \hat{X}'_T \hat{Y}$$  \hspace{1cm} (3.1)$$

when we have called $\hat{X}_T$ the matrix of estimated values for the real process $y_t$ that is unobserved at $T$ and $\hat{Y}$ the vector of responses:

$$\hat{X}_T = \begin{bmatrix} \hat{y}_h & \hat{y}_{h-1} & \cdots & \hat{y}_1 \\ \vdots & \vdots & \ddots & \vdots \\ \hat{y}_{n-1} & \hat{y}_{n-2} & \cdots & \hat{y}_{n-h} \\ \vdots & \vdots & \ddots & \hat{y}_n \end{bmatrix}, \quad \hat{Y} = \begin{bmatrix} \hat{y}_{h+1} \\ \vdots \\ \vdots \\ \hat{y}_n \end{bmatrix},$$

where $\hat{y}_j = z_j$ for $j \neq T$ and $\hat{y}_T = z_T - \hat{w}_T$ is obtained by

$$\hat{w}_T = z_T - \hat{z}_{T/n},$$

$$\hat{y}_T = \hat{z}_{T/n} = \sum_{i=1}^{h} \delta_i(z_{T+i} + z_{T-i}),$$  \hspace{1cm} (3.2)$$

where

$$\delta_i = \left( \hat{\pi}_{i,T} - \sum_{l=1}^{h} \pi_{l,T} \pi_{i,l,T} \right) / \left( \sum_{i=0}^{h} \hat{\pi}_{i,T}^2 \right), \quad \hat{\pi}_{0,T} = -1.$$

Consequently, the residual at time $T$ is $\hat{z}_{T/n} - \sum_{i=1}^{h} \hat{\pi}_i z_{T-i},$ and $\hat{z}_{T/n}$ can be interpreted as the best estimate of the unobserved process $y_T$ using all of the sample information. Neither this residual nor $\hat{z}_{T/n}$ depends on the value $z_T$.

The estimate of the additive outlier is the difference between the observed data and its interpolation given the rest of the sample. The computation of $\hat{z}_{T/n}$ is done applying some weighting coefficients to the new series

$$s(j) = z_{T+j} + z_{T-j},$$  \hspace{1cm} (3.3)$$

These weights are such that $-\delta_i$ is the $i$th coefficient in the generating function $(2\pi_i)^{-1}\pi(B)\pi(F)$ and, therefore, can be interpreted as the coefficients of the inverse autocorrelation function of the process. It is well known (see Grenander and Rosenblatt 1957, p. 83) that the expected value of a missing value given the rest of the data, $Z_{(T)} = (z_1, \ldots, z_{T-1}, z_{T+1}, \ldots, z_n)'$, is

$$E[z_T | Z_{(T)}] = -\sum_{j=1}^{n} \rho_j s(j),$$

where $\rho_j$ is the $j$th inverse autocorrelation coefficient and $s(j)$ is the process defined by (3.3). Therefore, it can be concluded that, given the parameters, the estimation of the additive outlier is the difference between the observed data and its optimum interpolation (in the mean squared error sense).

The system of equations given by (3.1) and (3.2) has to be resolved iteratively. Starting with an initial value $\hat{\pi}_T(0)$ for $\hat{\pi}_T$, the weights $\delta_i$ can be calculated and a value $\hat{w}_T(0)$ computed. This value is then used to compute $\hat{y}_T(0) = z_T - \hat{w}_T(0)$, which provides a new estimate $\hat{\pi}_T(1)$. The process is repeated until convergence.

To study the effect of the outlying value on the estimated parameters, let us call $\hat{\pi}$ the conditional maximum likelihood (ML) estimator of $\pi$, assuming no outliers. Then, $\hat{\pi} = (X'_T X_T)^{-1} X'_T Z$, where the matrix $X_T$ and the vector $Z$ correspond to the observed data and have the same structure as $\hat{X}_T$ and $\hat{Y}$ and the same data values except at time $T$. Of course, the two sets will be identical if $y_T = z_T$. Therefore,

$$X_T = \hat{X}_T + \hat{w}_T M,$$  \hspace{1cm} (3.4)$$

where the matrix $M$ is given by

$$M = \left[ 0_{h \times (T-k)}; I_{h \times h}; 0_{h \times (n-h-T)} \right],$$

$0_{a \times b}$ is a null rectangular matrix, and $I_{h \times h}$ is the identity matrix. Moreover,

$$Z = \hat{Y} + \hat{w}_T V,$$  \hspace{1cm} (3.6)$$

where $V$ can be partitioned as

$$V' = [0, \ldots, 0; 0_{h+1,1}; 0_{(n-h-T) \times 1}].$$

To relate $\hat{\pi}_T$ and $\hat{\pi}$, let us partition the matrices $X_T$ and $\hat{X}_T$ and the vectors $Z$, $\hat{Y}$ in the same way as (3.5) and (3.7). If we state that $X_T = [X_T(1) X_T(2) X_T(3)]$, where

$$X_T(1) = \begin{bmatrix} z_h & \cdots & z_1 \\ \vdots & \ddots & \vdots \\ z_{T-1} & \cdots & z_{T-h} \end{bmatrix},$$

$$X_T(2) = \begin{bmatrix} z_T & \cdots & z_{T-h+1} \\ \vdots & \ddots & \vdots \\ z_{T+h-1} & \cdots & z_T \end{bmatrix},$$

and

$$X_T(3) = \begin{bmatrix} z_{T+h} & \cdots & z_{T+1} \\ \vdots & \ddots & \vdots \\ z_{n-1} & \cdots & z_{n-h} \end{bmatrix},$$

then

$$(\hat{X}'_T \hat{X}_T) = X_T' X_T + \hat{w}_T A_T,$$

$$= X_T' X_T - \hat{w}_T A_T,$$  \hspace{1cm} (3.8)$$

where $A_T = X_T(2) + X_T(2) - \hat{w}_T I$ is a symmetric matrix with $a_{ij} = a_{ji} = s(i) = z_{T+i} + z_{T-i}$ and $a_{ii} = z_T + \hat{z}_{T/n}$. Moreover, let us partition the vector $Z$ accordingly as

$$Z' = [Z(1)' Z(2)' Z(3)]',$$

where

$$Z(1) = [z_{h+1}, \ldots, z_T; z_{T+1}, \ldots, z_{T+h};$$

$$z_{T+h+1}, \ldots, z_n],$$

and

$$Z(2) = [z_T, \ldots, z_{T-h+1}],$$

$$Z(3) = [z_{T+h}, \ldots, z_{T+1}],$$

then

$$(X'_T X_T, Z) = (X_T' X_T + \hat{w}_T A_T, Z)$$

$$= (X_T' X_T, Z),$$  \hspace{1cm} (3.9)$$

where $S_j = (s(1), \ldots, s(n))$ and $s(j)$ is given by (3.3). Expressing the estimated parameters $\hat{\pi}_T$ as a function...
of the observed data, for (3.8), (3.9), and (3.1), \( \hat{\pi}_T = \pi - \hat{\pi}_T(\hat{X}_T\pi)_{-1}(S_T - A_T\hat{\pi}_T) \), which leads to

\[
\hat{\pi}_T = \hat{\pi} - \hat{\pi}_T(\hat{X}_T\pi)_{-1}(S_T - A_T\hat{\pi}_T),
\]

calling \( \hat{\pi}_{T+1} \), the residuals from Estimation (3.1),

\[
\hat{a}_{T+1} = \hat{z}_{T+1} - \hat{\pi}_{T+1}\hat{z}_{T+1} - 1
\]

and

\[
\hat{b}_{T-1} = \hat{z}_{T-1} - \hat{\pi}_{T-1}\hat{z}_{T-1} - 1
\]

the backward residuals, then stating that \( \hat{E}_T = [\hat{a}_{T+1}, \ldots, \hat{a}_{T+h}, \ldots, \hat{b}_{T-1}, \ldots, \hat{b}_{T-h}] \). It is clear that \( \hat{E}_T = S_T - A_T\hat{\pi}_T \) is a vector of pseudoresiduals and that (3.10) can be written as

\[
\hat{\pi} = \hat{\pi}_T + \hat{\pi}_T(\hat{X}_T\pi)_{-1}\hat{E}_T.
\]

For instance, for the AR(1) model, \( E_T = y_{T+1} - \phi_Ty_T + y_{T-1} - \phi_T(y_T + \hat{\pi}_T) = s(1) - \phi_Ty_T - \hat{\pi}_T \) and, using (3.8), \( \Sigma z_t^2 = \Sigma(y_T^2 + \hat{\pi}_T(2y_T + \hat{\pi}_T)) = \phi_T \), then \( \phi = (1 - \alpha)\phi_T + \alpha (s(1) - 2\phi_Ty_T)\hat{\pi}_T^{-1} \), where \( \alpha = \hat{\pi}_T(\Sigma(y_T^2) + 2\hat{\pi}_Ty_T + \hat{\pi}_T^2)^{-1} \). Clearly, as \( \hat{\pi}_T \to \infty \), \( \alpha \to 1 \) and \( \phi \to 0 \). This result, that gross errors pull all of the autocorrelation coefficients and estimated parameters toward 0, was indicated by Martin and Jong (1977), Guttman and Tiao (1978), and Treadway (1978). See Peña and Sánchez-Albornoz (1983) for examples with economic data.

### 3.2 A Statistic to Measure Influential Outliers

A natural way to measure the influence of observation \( z_T \) is to relate it to the change in the parameter estimates when this observation is assumed to be an outlier. Since \( \hat{\pi} \) and \( \hat{\pi}_T \) are vectors, the usual way to measure their distance is to build a metric using some relevant positive semidefinite matrix. A natural selection is to use the variance–covariance matrix of either of these two estimated vectors and to build a Mahalanobis distance. To have a common ground to compare all of the observations, it seems more useful to choose the covariance matrix of the parameters, assuming no outliers (see Cook, Peña, and Weisberg 1987). Then

\[
D_2(T) = \frac{(\hat{\pi} - \hat{\pi}_T)(\hat{X}_T\pi)(\hat{\pi} - \hat{\pi}_T)}{h\hat{\pi}_T^2},
\]

where we have divided the distance by the dimension of the vectors involved, \( h \), to have a proper standardization.

The statistic (3.12) can also be interpreted as measuring the change in the vector of one-step-ahead forecasts. Using the estimated parameters, assuming no outliers, this vector is \( \hat{Z} = \hat{X}_T\pi \), and using the parameters estimated assuming an additive outlier at \( T \), \( \hat{Z}_T \), \( \hat{X}_T \pi \), the Euclidean distance between both vectors of forecasts is

\[
(\hat{Z} - \hat{Z}_T) = (\hat{\pi} - \hat{\pi}_T)(\hat{X}_T\pi)(\hat{\pi} - \hat{\pi}_T),
\]

so \( D_2(T) \) can also be interpreted as a standardized measure of the Euclidean distance between the vectors of one-step-ahead forecasts built with \( \hat{\pi} \) and \( \hat{\pi}_T \).

Using (3.11), the statistic can be written as

\[
D_2(T) = \frac{\hat{\pi}_T^2 \hat{E}_T(\hat{X}_T\pi)_{-1}\hat{E}_T}{h}.
\]

That shows clearly that the influence statistic depends on two factors; the first measures the size of the outlier relative to the innovation standard deviation, the second the relative size of the observations before and after the outlier.

The likelihood-ratio test to check for additive outliers is asymptotically equivalent (see Chang et al. 1988) to

\[
\lambda_{A,T} = \hat{\pi}_T^2 \hat{E}_T(\hat{X}_T\pi)_{-1}\hat{E}_T.
\]

### 4. A MEASURE OF INFLUENCE FOR INNOVATIONAL OUTLIERS

The model (2.3) for innovational outliers can be written using the autoregressive approximation of Section 3.1,

\[
z_t = \pi_{(i)}x_t + w_{(i)}I_t^T + \alpha_t,
\]

where \( \pi_{(i)} \) represents the vector of parameters assuming an innovational outlier \( w_{(i)} \) at time \( T \) and, as before, \( x_t' = (z_{t-1}, \ldots, z_{t-h}) \). This is a linear model with a dummy variable and, therefore, calling \( \hat{\pi}_{(i)} \) and \( \hat{w}_{(i)} \) the ML estimators and \( \hat{\pi} \) the usual estimator if \( w_{(i)} = 0 \),

\[
\hat{\pi}_{(i)} = \hat{\pi} + \hat{w}_{(i)}(\hat{X}_T\pi)_{-1}\hat{x}_T
\]

and

\[
\hat{w}_{(i)} = (1 - d_T)^{-1}e_T,
\]

where \( e_T = z_T - \hat{\pi}_T\hat{x}_T \) and \( d_T = x_T'(\hat{X}_T\pi)_{-1}\hat{x}_T \) is the distance between the vector of regressors at the time of the intervention, \( x_T \), and the origin. It is well known (Cook and Weisberg 1982) that \( \hat{\pi}_{(i)} \) is computed deleting the \( T \)th row of the regressor matrix, \( \hat{X}_T \), and the data vector, \( Z \). Therefore, the observation is not completely disregarded in the computation of the parameters as in the additive outlier case, because it appears as one of the regressors in the rows \( T + 1 \) to \( T + h \), which do not change. This result shows the difference from the standard regression setup in which the deleting procedure leads to estimators that do not depend on the response variable.

As an example, consider the AR(1) case. Then, call-
ing \(\phi_i(T)\) the parameter estimated assuming an innovational outlier at \(T\),

\[
\hat{\phi}_i(T) = \left( \frac{\sum_{t \in T} z_t z_{t-1}}{\sum_{t \in T} z^2_{t-1}} \right),
\]

and note that \(z_T\) appears in the numerator (in the term \(z_{T+1} z_T\)) as well as in the denominator. This estimator according to (4.2) also can be written as

\[
\hat{\phi}_i(T) = \hat{\phi} + \hat{\omega}_i(T) \frac{z_{T-1}}{\sum z^2_{T-1}},
\]

and \(\hat{\phi}_i(T)\) can be greater or smaller than \(\hat{\phi}\), depending on the sign of \(z_{T-1}\). When \(n \rightarrow \infty\), \(\hat{\phi}_i(T) \rightarrow \hat{\phi}\), so \(\hat{\phi}_i(T)\) is a consistent estimator of \(\phi\). This result was first obtained by Mann and Wald (1943), and Martin and Jong (1977) showed that, although consistent, this estimator can be quite inefficient.

The change in the parameters can be measured by

\[
D_i(T) = \left( \frac{\hat{\pi} - \hat{\pi}_i(T)}{h \sigma_a^2} \right)^2 \frac{h a^2}{\left( 1 - d_f \right)},
\]

and it is easy to see that this statistic can be written as

\[
D_i(T) = \frac{1}{h \sigma_a^2(1 - d_f)} \left( \frac{d_f}{1 - d_f} \right),
\]

which is identical to the statistic suggested by Cook (1977) to measure the effect of an observation on the parameters of a regression model. This statistic can be interpreted as the product of two terms; the first, \(e^2 a^2(1 - d_f)^{-1}\), is the standardized residual at the point of the intervention; the second, \(d_f(1 - d_f)^{-1}\), represents the distance of \(x_T\) from the origin but with relation to a metric built without taking into account \(x_T\). \(D_i(T)\) can also be expressed as a function of the innovation for additive outliers leads to procedures based on interpolating the suspicious observation given the rest of the data, whereas the innovational outlier leads to a deleting approach similar to the regression setup.

In summary, these statistics can be computed in a routine way for any ARIMA model with any statistical package that has an intervention-analysis option. We only need to estimate the parameters, assuming an innovational or additive outlier at every point and afterward use these parameters to compute a forecast vector for the whole sample.

6. DISCUSSION

It has been shown that building a measure of influence for additive outliers leads to procedures based on interpolating the suspicious observation given the rest of the data, whereas the innovational outlier leads to a deleting approach similar to the regression setup.

The first approach seems much more relevant for dependent data, and, furthermore, computer simulations (Peña 1984) have shown that the statistic \(D_1\) is very unstable, whereas the statistic \(D_2\), introduced in Section 3, seems to be always able to identify points with strong influence on the estimated parameters. The superiority of \(D_2\) to detect heterogeneity can be foreseen, because it is known that time series models are much more robust to innovational than to additive outliers.

These ideas can be extended in a straightforward way to deal with multiple cases. For instance, (3.12) is still valid if \(\hat{\pi}_T\) represents the parameter estimated when it is assumed that additive outliers occur at the set of
points indicated by \( T = (t_1, \ldots, t_n) \). On the other hand, the computation of the statistic becomes more difficult. A possible strategy is to first compute \( D_2(T) \) for all of the individual points and all of the combinations. Then select only the \( \alpha \% \) points (between 10% and 25%) with highest influence either individually or in pairs and compute the statistics for all of the 3, 4, \ldots combinations of this small set of points. This strategy seems to be useful given our limited experience on the problem.

7. AN APPLICATION

The data that will be used to illustrate the previous statistics are the series of extinctions of marine animals over the past 250 million years displayed in Figure 1. These data were studied by Raup and Sepkoski (1984) and show periodicity in the peaks of extinctions that they attribute to deterministic extraterrestrial causes. Kitchell and Pefia (1984) showed that the observed pseudoperiodicity can be explained by a fifth-order non-stationary autoregressive process with one root equal to 1 and four others complex.

Table 1 displays the original death-rate series, the residuals of the best estimated model, and the values of the \( D_1 \) and \( D_2 \) statistics. Both of those influence statistics are plotted in Figure 1. It can be seen that \( D_1 \) is more unstable than \( D_2 \); besides, \( D_1 \) fails to indicate the influential points clearly and shows peaks in the 32th and 34th observations. \( D_2 \) pinpoints observation 30 without any doubt, however. The atypical value of this observation is clear from Figure 1, and the residual at this point is outstanding and bigger than three standard deviations. The small value of \( D_2 \) for this point (.389) suggests, however, that this observation is not very influential as far as the parameter values are concerned. So, although there are only 39 observations, the autoregressive model is very robust to the effect of a single outlier.

Model A of Table 2 presents the estimated autoregressive model with and without outliers. As the data are proportions, different transformations have been used to test the sensitivity to the metric of the data. Model B, Table 2, presents the estimated models for the raw data and for transformation \( y_i = \ln z_i / (1 - z_i) \). The results are very similar, and the same holds for other possible transformations that have been applied.
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