George Box: An Interview for the International Journal of Forecasting

Danid Pefia
Universdad Carlos |1l de Madrid

George Box was born in England in October 18, 1919. His education incdludesa PhD. in
Satigics and a D.Sc. both from London University. He sarted his professond life
working as Satistician for eight years (1948-1956) for alarge Chemica Company (ICl) in
the UK. During his stay with ICI hetook ayear’ s leave of aosence as visting professor of
the University of North Carolina. Later he moved to Princeton, as Director of the
Statistical Research group, and then to Madison, Wiscongin, to cregte the Department of
Satigicsin 1960. In afew years and under hisleadership the Department of Statistics of
the Univerdty of Wisconsn was ranked among the best Departments of Stigticsin the
world. In 1980 he was gppointed Vilas Research Professor of Statistics, UW. 1n 1986
he creeted, with Bill Hunter, the Centre for Qudity and Productivity Improvement that has
had a pionearing role in the Qudity Movement in the USA and dsewhere. He became
Emeritus Professor in the University of Wisconan-Madison in 1992,

George Box has published nine books and more than 200 ressarch papers. The importance

of his contribution to Science has been recognised by recaiving many awards, among them
The Gold Medd of the Royd Staigicd Society, The Shewat medd from The American
Society for Qudity Control, The American Society for Qudity Control Brumbaugh Award,
the Wilks memorid medd, The Youden Price The Deming Medd, The British Empire
Medd, and the Byron Bird Award for Excellence in Engineering Research, among others.
He was dected a member of the American Academy of Arts and Science in 1974, Presdent
of the American Satigicd Asodation in 1978, Presdent of the Inditute of Mathemetica
Satidics in 1979 and in 1985 he was dected a Felow of the Royd Society. He has
Honorary Doctor's degrees from the Universty of Rochester, Canegie Mdlon Universty,

and the Universdad Carlos 111 of Madrid.



Readersinterested in the work of George Box are advised to read the interview with him
mede by Morris DeGroot (1987). George Tiao edited his collected works up to 1984 in two
volumes (Tieo et d, 1995). A third volume, Tiao et d (2000), induding hiswork on

Qudity will gppear soon.

The following conversation took place in Chicago, October 1999, the day after the party to
celebrate his 80™" birthday.

Q: Let us gat taking dout the origins of your work in time series and forecadting. The first paper
you wrote with Jenkins (Box and Jenkins, 1962) has been consdered as a breskthrough in daidics
(Johnson and Kotz, 1992). How do you become interested in time series?

A: When | dudied datidics a Universty College, after the war, | remeber having a course on time
series. It was dl very mathematicd and | didn't see wha gpplication it hed to anything. At ICI | was
mosly working on experimenta  desgn. However, thee was a group there cdled Inteligence
Depatment that forecasted monthly sdes. | remember asking them for records of what their monthly
forecasts had been and what in fact had happened. It was clear tha the one step ahead forecast errors
were not random and that they were overreacting. So | went back over the data and just took some
moving averages These dealy did a lot better than what they were currently doing. | don't think a
the time exponentidly weighted averages had been invented, but | had been thinking about putting
more weight on the lagt points of the average. However soon after thet, | |eft ICI.

In the United States, | did quite a bit of consulting for the chemicd indudtry, and one of
the problems they mentioned to me went like this For this particular process there was a rdaionship
goproximated by a quedratic curve which connected yidd Y with temperature X. The curve was
drifting because the caidys was decaying, and it was impossble to predict which way it would go.
The problem was to cause the process to automaicaly change temperaure to follow the moving
maximum. My idea was to inject a Sne wave about set point into the temperature, varying it by a
andl amount, then looking for this Sne wave in the output by multiplying by a sscond generated sine
wave and integrating the result. If this integrd was postive then you needed to move forward, if
negative to move back. | tried to get them to build an automatic optimiser of this kind a Princeton in
the Chemicd Enginering Depatment but without success. | discussed this problem with Gwilym
Jenkins when he came on a short vist. | had thought about this in a determinigic kind of way but



Gwilym pointed out thet, because of the dynamics of the sysem, the Sne wave would be changed in
phase and amplitude and that it would dso be necessary to dlow for autocorrdated noise in the
sydem. About that time | moved from Princeton to Wiscondan and there, with the hdp of Olaf
Hougen, the “grand old man” of Chemicd Enginearing, we went ahead with this project. We got some
money from NSF and, after Gwilym Jenkins came to vigt us in Wisconan, we made rapid progress
and eventudly built the reector and got the thing to work. We eventudly redised that our automaic
optimisation was a particular case of feedback control. Later we saw that the kind d control we were
taking aout was redly related to forecading, Snce we were aranging that the forecast of the
deviation from target would be cancdled out by the action that was taken. So, by this time, we had
become vay interested in the moddling of time saries and of dynamics (one of the series in Box and
Jenkins was in fact obtained from the optimisng reector that we built).. Gwilym had a good ded of
practica experience from the time he spent working on arcraft design.

When we looked a severd business and economic series dl of them ssemed to be non
dationary. We redised that it was such series that Holt and Winters and other people were trying to
forecast in operations research. For such series it was very reasonable to forecast with a weighted
average in which the waghts fdl off geometricaly. So we darted to think of what this could mean in
terms of dynamic and sochastic models and this was the beginning of the ARIMA modds. We knew
that exponentidly weighted moving average (EWMA) would provide the best forecadt if this series
folowed what we later cdled an IMA modd - a moving average dationary in its fird difference. Also
there was a great ded of work that had dready been done by Wad and others, particularly about
autoregressve series, 0 we put this dl together. | had met Gwilym in the second hdf of 1959 and our
firs paper appeared in 1962, <0 that things had been moving very fas, and | don't think a thet point
we had got it quite right.

Q: At what point of ime did you decide to write the book?

A: Our work was being supported by the office of Air Force Reseerch and published as a series of
technica reports. One day, much to my surprise, Gwilym said to me that, we should not just publish
reports, we should write a book. | was surprised a this idea a firgt and didn't redly think that many
people would be interested init; but we started thinking aong those lines

Q: When was this? 63? 647.

A: About 1963. Gwilym came for a year's vidt to Madison. At that time he was beginning to have
ome serious problems with what was later diagnosed as Hodgkin's Dissese. So that from then on,



until he died, Gwilym was more and more Sck, going through periods when he would get very ill, and
then making temporary recoveries. He was extremdy courageous and continued his research and his
lecturing until the end of hislife

Gwilym lived in a beautiful house about 4 miles north of Lanceder in England. | darted to vigt him
there evary summer and we worked together. The previous owner of Gwilym's house had kept
servants S0 | had the maid's quarters on the second floor | had a room to deep in and a room to work
in. (dthough the maid wasn't there any more). There was a long hdlway and a the other end of the
hdlway weas Gwilym's office. We would make some progress, then he would come to see me or |
would go to consult him and we went on like that. We had a number of specific problems. There was
a “golf course problem” named because we used to discuss it as we waked aound the edge of the
locd golf course

Q: What was “the golf course problem”?

A: It was a problem deveoping what are now cdled bounded adjusment chats We assumed a
quadretic loss from a process being off-target, and a fixed cost to adjust the process. So the problem
was how could you devise a scheme for minimising overdl cogt such that if the process wanders too
fa from taget you ae going to sop and readjus it. We solved it eventudly usng dynamic
programming supposing the lagt obsarvation had just gone over the limit and working backwards from
there.  An important question was wha would be the run lengths with various choices of the
parameters before the process needed to be adjusted. We found an goproximation which was farly
good, but subsequent research has found better ones. Another problem was the “jam ja” problem
which involved the rlation between differentid equation modds and difference equation models.

Q: Sotheway that the book advanced was from meetings during the summers?

A: Yes, pretty much.

Q: And during wintertime?

A: | would send a tgpe recording to him and if there were equations, | would write them on a piece of
paper, fold the paper around the tape and send it air-mail. He would do the same. We would sometimes
ligen to tgpes that we had made a year before. We would hear oursalves taking about a problem, now
solved, that a that time we hadn't known how to solve, and we aways thought, “Why didn't we see
that before?’.

Q: Do you have these records?

A: There may be some somewhere. | haven't looked for them.



Q: Wha were the problems that were hardest to solve? The things that sopped you going ahead?

A: Seasond time sries was one. At that time | was doing some work for Arthur D. Little, the well-
known conaulting firm, and they were usng exponentia discounting but with polynomid modds thet
were not producing very good forecasts. We found the arline series in the book by R. G. Brown.

There was a twdve monthly paitern and it was a developing paitern. After this we thought about
seasond differences and, in particular, the “arline modd”. This had twelve roots on the unit cirde and
we redissd we were geting a big bang for our buck, because this modd contaning only two
parameters could produce a pattern which could develop and change as new data became avalable. In
other words, sne waves a dl the various frequencies were being individudly updated. Mogt of the
timeit seemed to work remarkably well.

Q: How do you solve the problem of fitting ARIMA modds?.

A: | was, and am, a great friend and admirer of George Barnard. In 1959 Gwilym had been visgting the
depatment & Stanford for a year. After a short time he wrote to George Barnard saying he was not

happy there. So George wrote me a Rinceton. In paticular he said “Gwilym is very good on time
series and | would accept his judgement even before John Tukey’'s”  When | showed this to John he
sad “I think we should get this guy here” So that is how Gwilym and | met. We had both learned a
lot about likdihood from George Banard and it seemed naturd to use likdihood for edimetion. At
that time | was getting more and more into Bayes, but | thought of likdihood as being a timid man's
way of doing Bayes For samples of the Sze you need to edimate time series parameters it didn't make
much difference anyway.

Q: Wasit hard to devise the dgorithm with the back forecagting and everything?.

A: The problem, of course, with any kind of time saries is that what happens a the beginning depends
on what had happened before you sarted. However, we redlised our models were reversble, and since
the trangents would die out quickly, a naturd thing was to forecast wha you didn't know by Sarting
a the other end. We found that this method converged very rapidly when we tested it on a number of
sriesand we later looked a it from amathemetica point of view.

Q: How did you manage to do the computation?. Did you have students to write the programs?. |

remember thet a thet time, the maximisation of the likdihood took alot of time.

A: George Tieo and | got some people working on programming & Madison, and this work was
further developed under the direction of Professor Lon Mu Liu a Staidicd Computing Associates in
Chicago. Gwilym developed a program independently a the Universty of Lancester. He had darted a



Depatment of Sysems Enginering there which | think was quite remarkable.  He and his students
developed close associations with loca industry and worked on projects with them. The department
was vary successful and brought in a grest ded of money to the University. But | think people in other
departments became jedous, and there were many difficulties So Gwilym decided to leave and st up
hisown company (Gwilym Jenkins and Partners) where his programs were il further developed.

The other thing about the book was that when Gwilym was a Stanford, he had met a
mean caled Murphy who had sarted a new publishing company.
Q: Holden Day?.
A: Yes Holden Day. Wel, while a Stanford, Mr. Murphy had asked Gwilym to be an editor for ther
time series books So we decided that our book should be published by them. Unfortunatey, they
were quite reluctant to pay any roydties and we found the only way to get pad was to thresten to sue
them. One day Gwilym asked me to cdl his lawyer in San Francisco about this, and | asked him how
he had found a lawyer in San Francisco and he said through the British Consulate there,. So | called up
the lavyer, who in an extremdy strong English accent said “Oh, Professor Box, I'm terribly glad you
cdled me Gwilym sad you would’. | sad he didn't sound to me like an American lawyer, and he
sad, “Of course, | used to be in England, but | took the Bar Exams and | am working over here now”.
He aranged for a permanent pending legd action and he would thresten to use it whenever we didn't
get pad. Lae Holden Day went bankrupt and | am glad to say the third edition of the book, with
Gregory Reinsd as a co-author, was taken up by an excdlent publisher - Prentice Hall.
Q: What was the kind of reaction that you recaived when it was firg published? Did many people
object to the new idess that were in the book, or do you think it was generdly accepted?. What was, in
generd, the reaction to the book at the beginning?
A: As | recdl, wha reection there was, tended to be negative.  Some people sad it wasn't rigorous
enough; others said there was nothing new in it. However, | have found that initidly origind work is
inevitably met with some hodility. For example my firsd paper on reponse surfaces and my fird
paper in which the word “robustness’ gppeared for the firg time were both extremdy difficult to get
published. | think new idess upset people.
Q: Were you surprised by some of the comments or criticisms of the book, or not? For indance, the
book had a big impact in economics and business. But | suppose a the beginning, people thought in a
different way. For ingance, | remember tha there was some discussion about differencing.  Many



people objected that differencing was not the right way to do it And now, a you know, in
econometrics cointegration and unit roots are abig business.

A: Econometric modds have a lot in common with the kinetic modds used in describing complex
chemicd sygems  Gwilym and | both had some experience with this For example, severd quite
different theoreticd kinetic modds were put forward by different sats of chemicd enginears and
chemigs to explan the production of ozone, and the subsequent pollution of the amosphere. The
problem was tha dl the modds contaned very large numbers of parameters which it was quite
impossble to edimate from the available data This was rather like economic modeling. We thought
that a good gpproach might be to dat from the data and produce a dynamic stochagtic mode
empiricdly, and then try to rdae this to theoreticd mechaniams that could be identified. At one time
we had ajoint project dong these lines with the economigts, but | am sorry to say nothing came of it.

Q: Ancther quegion. At that time, in the seventies, you were dso interested in Bayedan daidics,
you were doing ressarch in this area Didn't you try to incorporate Bayesan idess into the
forecagting?

A:  Gwilym waan't agang Bayes, but he was less enthudadic than | was. However 0 far as
parameters estimation was concerned it made very little difference.

Q: How did intervention andyd's came about?

A: People concerned with ar pallution in Los Angeles gpproached George Tiao and |. They had a
tremendous amount of data on ar pollution with many different pollutants We worked dosdy with
them and paticulaly with an excdlent chemig cdled Hamming. We knew that in an atempt to ded
with palution the authorities had introduced various kinds of lawvs —for example outlaving the
burning of leaves-. They didn't want to believe that what was going on was redly due to what came
out of the back end of an automobile, but our friend Hamming was cetan that this was the
explangtion. One criticd drcumdtance was a law that was passed which, from a certain date onwards,
mede it illegd to sl gasoline which contained more than a cartain proportion of hydrocarbons. We
developed intervention andyss initidly to look for a possble change associated with this and we
found it. It was cosedly rdaed to a paper that George Tiao and | had published about a change in
mean in a IMA time sxies  The difference in means was esimaed by a linear combingtion of the
data, the weight function for which conssted of two exponentias back to back. This was very sensble
because what hgppened just before and just after the event were obvioudy of most importance. It was
about this time tha we darted saying to people who didn't believe in the preponderance of non



daionary time series, “Wdl, unless you believe that something that happened three years ago is just as
important as what happened today then you don't redly believe in Sationarity”.

Q: One paper that | liked very much is the canonicad andysis paper that you wrote with George Tieo.
This paper indudes the key idea of finding linear combinations of nondationary time sies that ae
ddionay, that is the idea of cointegration. How did you come to the idea of looking for linear
combination of multiveriate time series?.

A: My own asoddion with multivariae andyds came about because my educdion in formd
datidics didn't end when | left Universty College When | was a datidician in ICl, | turned out a
great ded of work for the company. As a result my boss sad if | wanted to go to meetings or lectures,
or anything like that, | should just go. So | went to the afternoon lectures by M. S. Batlett who was
then & Manchester University. In paticular, | took a course with him on multivariate andyss, which
incduded canonicd andlyss. | found Bartlett's lectures were extremdy dear, paticularly snce he used
n-dimensond Geometry which | have dways found very hdpful.

Q: After time saies you became interested in qudity. You have been making contributions to the
qudity fidd in the lagt fifteen yers Wha was the driving force that lead you to qudity dfter time
sries?

A: Someime in the middle of the 1980's | remember sedng a dide that sad, “What do these things
have in common?’ — it incduded automobiles, cameras and every kind of technologica gadgets.  The
answer had become that for each of these products the United States had logt fifty percent of its market
to the Jagpanese in the lag five years. In particular, the United States automobile industry had become
adonished and embarrassed by the clever designs and narrow tolerances of ther Japanese competitors.
A number of senior executives in the Ford Motor Company and other indudries visted Jgpan and
discovered that one reason for the superiority of ther products was the wide application of
Experimentd Design.  In paticular, they found, that an engineer, Dr. Taguchi, had used daidicdly
planned experimentd arrangements to carry through what he cdled parameter desgn. Both here and
in the United Kingdom | think, the higher ups in indudry were oversold on Taguchi. They darted to
uggest that dl the datigtics we had been doing in the past was worthless and if you weren't using
“Taguchi methods’ then you should be fired. So one thing we thought we should do was to study
Taguchi’'s idees. We found tha, dthough these were not origind, they had cetanly gimulated
tremendous intere in datigics in our indudtries.  So we darted to make careful studies of what was
good and not so good about Taguchi’'s idess. We examined them in detail and presented a number of



ressarch reports.  In particular we found that some of the methods that Taguchi was advocating were
inefficent or even totaly wrong and we suggested more efficient, and usudly smpler, dterndives |
worked very dosdy with Bill Hunter in this enterprise, and we together st up the Centre for Quadity
and Productivity Improvement in the depatment of Enginesring a@ the Univasty. One day Bill
surprised me by teling me he had just been to see the Mayor of Madison about meking Madison a
qudity city. The mayor sad he was prepared to give it a try. One of his biggest problems a thet
moment was the city automobile maintenance garage. They had a big fleet of police cars and garbage
trucks that went there to be maintained and repaired. It seemed to teke an inordinady long time to
get them fixed. Bill Hunter and Peter Shultes went down to the garage and taked to the mechanics.
They sad, “Look, we do a good job down here, and al we get is people blaming us’. So Bill and
Peter said “Why don't you just keep tabs on how long a car Sts out in the back lot waiting to come in;
how long it & before it gets into the shop; how long it takes to get pare parts; how long it takes you to
actudly fix it; and how long does it gt on the front lot waiting to be picked up. They kept records for
about five or sx weeks. It became obvious that the bngest period of dl was for the palice to come
and pick up their own automobiles. The shortest time was the time the mechanics took to fix them. So
the mayor was very impressed with this and wanted qudity methods gpplied to dl kinds of other
things Soon after this Bill taught a course in the evening so that people from the loca hospitas, banks
as wdl as industry could come and take the course Many of those people are now leaders
encouraging qudity improvements in thar various fidds So dnce tha time we have been making a
caeful gudy of the many different aspects of qudity, and up to now, the Centre has published over
one hundred and fifty technica reports, most of which have been published in various journas.

Q: Isthere any learning thet people interested in forecast can get from the qudlity fidd?

A: Wadl, it certanly is true that the correct way of looking a& qudity control charts is as a plot of a
time sies Also time saries andyds can show how feedback control can be adapted for SPC. In
addition, one needs good forecasts to run a qudity company, but the people in the boardroom have
often used only dementary idess —how did what happened this year compare with what happened last
yeer— and 0 on. Better methods for comparison and forecagting have lead to better decisons and
hence to better qudity.

Q: Lady, you have come back to the problem of control with the book that you wrote with Alberto
Lucefio. What have you learned about control that was not in the Box Jenkins book?



A: One thing that was taken much further in the Box and Lucefio book is the sudy of congtrained
control. It is easy to show that control which gives minimum mean square eror of the output is often
quite impractical because it may require a tremendous amount of manipulation & the input. However,
you can show that for a very amdl increase in mean square error a the output (sometimes only two or
three percent) you can often get a huge reduction in the amount of manipulation you need. Another
thing that is different about Box and Lucefio is tha indead of saying, let's solve the mahemaicd
problem of optimd control, we raher sad let’s take some of the dmple form of control which we
know have worked in industry, and gppropriately adapt these for SPC. We show in the book that
tremendous smplification can be obtained by this goproach with dmost no loss of efficiency.

Q: George it would great if some other people could learn from your experience in discovery and
learning, S0 what kind of advice can you give to young people who are garting out in reseerch and are
trying to discover new thingsin datigtics?

A: As undergraduates, students are encouraged to St with ther mouths open and their teachers pour in
“knowledge” for severd years. Then they graduate. But then, when they become graduate students,
they are expected to do something totdly origind. They have been regulaly fed and now they
suddenly have to go out and feed themsdves and they haven't been taught how to do it
Undergraduate education should give more opportunities for sudent to use ther creativity. Because of
inexperience new gradudte sudents tend to dart off trying to solve a problem in full generdity with dl
the bels and whisles. | tdl my dudents don't try to get a generd solution a once. Start out with n =
1, and m = 2. Once you can redly undersand the problem in its Smplest form, then you can begin to
genadise

A dory | have often told my graduate students is about a man who was very tadl and who hed alittle
son of about four years old. They were waking down to get a newspaper a the corner, and the father
suddenly redised that the little boy was having to run to keep up with him.  So he sad, “Sorry,
Tommy am | waking too fag? And thelittle boy said, “No, Daddy. | am.”

Very often people miss the point because there is nothing less obvious than the obvious. It's best if
you try to forget everything you know and try to think of the problem from firg prindples It says in
the New Testament “Except ye be as little children ye shdl not enter the kingdom of heaven”. If you
don't gpproach problems in this way, you tend to get caught in the tramlines, and think what everyone
ese has dready thought, and you don't come up with anything new.
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| dso think that Mathematics done is not an adequate bads for Staidics Mathemdtics is primarily
concarned with proving certain propogdtions.  Given catan assumptions, is this true or in't it? But
Satidics ought to be concerned with discovery, which is about finding out things which were nat in
the origind modd. Also | bdieve it is goplication tha mog often suggests new theory, and not the
other way aound. Albert Eingen sad that many people thought thet he came up with the idea of
relativity from pure theory, but that this was untrue and that the theory of rdativity was based on
observation.
Because of the necessty to continudly change the modd as on€'s underdanding develops, scientific
investigetion can never he coherent in the sense that mathemdicd dadidicians would like to make
Satidics This is the reason tha Gwilym and | were a pans to emphasse the iterdive naure of
modd building.
Q: When something redly new comes to you, usudly what is the way that it hgppens? Have you
been thinking about the problem for along time, or sometimes does it hgppen suddenly?
A: | think it usudly doesn't hgppen by gtting down and working a onés dek. | think the
subconscious mind goes on trying to figure things out when we are not aware of it . You might be in
the shower or teking a wak and you suddenly see what might be the best way to tackle the problem.
Also | like to work with someone dse. My work would not have been possble without my students
and co-authors Paticulaly Stu Hunter, Bill Hunter, Gwilym Jenkins, George Tiao, Danid Pefia and
Alberto Lucefio. When | have worked with these and other colleegues | have fdt tha the sum of our
efforts has dways been gregter than the parts. Bouncing idess around, dscussng, arguing and o forth
greetly catalyse the process of learning and discovery.
Q: Apat from work, what do you like to do?
A: Thexe days | like to go for waks in the country. It could be in Wisconsn where | live, or it could
be in Northern Spain, or dmog everywhere.  We tend to forget that we are badcdly very primitive
people.  Now there is no evidence that the mind has changed very much in the last 10,000 years 0
getting back to our environment, to the sea the fidds the hills, the mountains is a very fundamentd
need for dl of us
OK, George, Thank you very much. | think thisisagood point to stop.
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